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Human in the loop

1

Ma et al Nat Comm 2024

Large purpose segmentation Elbow trauma detection

Rozwag et al Res Dia Int Imaging 2023
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Can artificial intelligence pass the Fellowship of 
the Royal Collegeof Radiologists examination?

2

26 radiologists vs Milvue

(certified to analyse musculoskeletal and chest radiographs)

http://dx.doi.org/10.1136/bmj-2022-072826  Chen et al. BMJ 2022

http://dx.doi.org/10.1136/
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Can artificial intelligence pass the Fellowship of 
the Royal Collegeof Radiologists examination?
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axial skeleton (skull, spine, dental views) or abdominal radiographs

http://dx.doi.org/10.1136/bmj-2022-072826 Chen et al. BMJ 2022

http://dx.doi.org/10.1136/
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Nobody is perfect …
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blur

noise

[Dodge and Karam ICCV 2017]]
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[Geirhos ICLR 2019]
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Bias toward texture …
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[Geirhos ICLR 2019]
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bone age application (https://www.16bit.ai/bone-age) [14], which analyzes pediatric 

left-hand posterior–anterior (PA) radiographs and automatically returns the 

predicted bone age

Yi et al Skeletal Radiology (2022) 51:401–406
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No control ...
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https://doi.org/10.1007/s00256-021-03880-y 
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Vulnerable ….
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[Finlayson et al ACM 2019]



/10

Vulnerable ….
[Finlayson et al Science 2019]
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Explicability/ Interpretability / Trustable
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OLD FASHION Trendy
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[Yu et al Nat Bio Eng 2018]

or Moderate
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Interpretation
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[Yu et al Nat Bio Eng 2018]

Initial image Grad-CAM
(VGG16150)

Activation-

maximisation
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What has been learnt?
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[Raghu et al Ad Neur Inf Proc Sys 2017]
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What has been learnt?
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First layer

Deep layer

Low resolution

Last layers

Tissue segmentation

Use of the large contusion

cues

Use of both large & fine 

details

Kamnitsas et al Media 2017
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Image exploration: Man vs Machine

16

Wu et al. 2019 Vision
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Image exploration: Man vs Machine

17

Vallée R, PhD thesis 2022

Mean 11 Mean 11
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The curse of the Black-Box

End-user
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The curse of the Black-Box

Explainability (XAI)

Interpretability

Understandability

For who?

About what?

At which level?

…

End-user

[Erasmus et al 2021 Philosophy & Technology]
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The curse of the Black-Box

Explainability

Interpretabilty

For who?

About what?

At which level?

…

To Improve Confidence

To trust in AI 
Validation

Usage conditions

Adverse effects

….



Where is uncertainty (UC) hidden?
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Aleatoric UC Epistemic UC

How to quantify UC?

[Kendall & Gal 2017 Adv Neural Inf Process Syst]



The multi-dimensional aspect of 
uncertainty

22

Is this a real lesion?

Is this volume

estimation reliable?

Is the BB model

compatible with 

my image?

Is segmentation

successful?



Consensus meeting
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Definition of ground truth

Inter-expert variability 

[Commowick et al NeuroImage 2021]



Voxel level UQ: Ensembling
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Voxel level UQ: Ensembling



Lesion level UQ

Goal: Identify FP

Estimate PFP: proba that the lesion is FP using an auxillary 
classifier

25

and  position

3280 mm3 71 mm3

Note: Lesion are highly variable in shape

Lesion level UQ



Lesions as Graphs
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Graph 

classification

Training to separate

True and False Positive lesions



The Graph Isomorphism Network

27FC: Fully-connected layer. BN: Batch Normalization. ReLU: Rectified Linear Unit. Parameters: 26 700



The Graph Isomorphism Network
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Average of voxel-level

uncertainty scores

voxel

graph



The multi-dimensional aspect of 
uncertainty
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Is this a real lesion?

Is this volume

estimation reliable?

Is the BB model

compatible with 

my image?

Is segmentation

succesful?



Predictive intervals in volumetry
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Predictive intervals in volumetry

31
Conformal prediction



The TriadNet approach

32

B. Lambert et al. (2023). “TriadNet: Sampling-Free Predictive Intervals for Lesional Volume in 

3D Brain MR Images”. In: UNSURE 2023, LNCS 14291, pp. 32–41

Plower

Pmean

Pupper

The Tversky loss (Salehi et al. 2017)

The TriadNet approach



TriadNet predictions
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The TriadNet approach



TriadNet predictions

34

Need for calibration



The multi-dimensional aspect of 
uncertainty

35

Is this a real lesion?

Is this volume

estimation reliable?

Is the BB model

compatible with 

my image?

Is segmentation

successful?

Input control

Output control



36

Abdominal T1wArtefacted T1w Healthy subject FLAIR

DLL trained for Gioblastoma detection

Answer to anything
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Abdominal T1wArtefacted T1w

Know-it-all

Tumoral vol 

251 ml

Tumoral vol 

12 ml

Healthy subject FLAIR

Tumoral vol 

239 ml
Tumoral vol 

258 ml

DLL trained for Gioblastoma segmentation on T1w
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Abdominal T1wArtefacted T1w

Input Quality Control

Tumoral vol 

251 ml

Tumoral vol 

12 ml

Healthy subject FLAIR

Tumoral vol 

239 ml
Tumoral vol 

258 ml

DLL trained for Gioblastoma segmentation on T1w



Why an image is OOD?
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Why an image is OOD?



Input Quality Control

40

OOD activation

Computed with Mahalanobis distance

(MD)

multivariate 

Gaussian 

distribution

The latent-space distance



A multi-layer aggregation of MD

41

[B. Lambert et al. (2023). “Multi-layer Aggregation as a key to feature-based OOD detection”. 

In: UNSURE 2023, Held in Conjunction with MICCAI 2023. LNCS 14291, pp. 104–114] 



Input Quality Control
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The optimal layer for OOD detection depends on the segmentation architecture.

Brats: 876 subjects for training, 

30 for validation, 

227 for in-distribution testing

Dynamic U-Net

42



Input Quality Control

43

43

Incorrect organ

Detection (N=250)

Incorrect modality

(Flair N=227)

Different tumor

subtype (N=250)

Latent-space distances efficient in detecting images far from the training distribution.

The multi-layer scores (Mean and Max) provides high detection accuracy.



Output Quality Control

44

Goal: estimate the true segmentation accuracy.

How: Measure the segmentation variability among models.

B. Lambert et al. (2024) “From Out-of-distribution detection to Quality Control”.

In: Trustworthy AI in Medical Imaging, MICCAI book series



Unified Input-Output control

45



Unified Input-Output control

46

5 Dynamic U-Nets are trained to

segment gliomas.

QC scores computed for 874

test subjects with variable

difficulty.

thresholds fixed on a

validation dataset (N=30).



Take home messages

✓ Confidence is central for AI deployment

✓ Uncertainty quantification improves user’s confidence

✓ Uncertainty is multidimensional

47

Lesion uncertainty scores

Predictive volume intervals

Unified input & output controls

uncertainty quantification 

for trusted AI

for AI penetration in clinical 

routine
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Validation process
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[van des Laak et all Nat Med 2021]
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Conclusion: AI for Medical Imaging
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- Pros: 

- Excellent performances

- Automatic feature learning

- Knowledge emergence

- On the shelves tools
- Discharge Expert

- Automatic Quantification

- Cons: 

- Importance of Image Quality
- Annotation

- Data hungry

- Computational cost

- Black box / trustability

- Specific to one problem
- Adversarial attack

- Catastrophic forgetting

- Ethic, social and law

- Needs for specific tools &infra
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Future
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- Insert a priori knowledge
- Improve training: interactive, transfert, unsupervised, self-supervised

- Transfert learning
- Appropriate tools /infra for specific applications (e.g. 

biomedical)

- Clinical Trial for Testing 
- the genericity 

- the robustness to noise (e.g. multicenter studies)

- Preprocessing / Image quality influence

- User acceptance

• Evolving models => regulation & validation
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Some key points

51

• Industry races ahead academia
• Mass of data, computer power and money

• AI is both helping and harming the environment

• The world’s best new scientist …AI?
• Generate new antibodies, drugs, …

• The number of incidents with the misuse of AI rises

• The demand for AI-related skills increases in all 
sectors.
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More power …
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AI Index Report 2023 Stanford Univ 
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More industrials …
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AI Index Report 2023 Stanford Univ 
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Environmental impact
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AI Index Report 2023 Stanford Univ
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Different models of Information Flow
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Yu Nat Bio Eng 2018]
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Responsability

60

• Principes d’une approche responsable à l’appui 
d’une IA digne de confiance : 
• i) croissance inclusive, développement durable et bien être

•  ii) valeurs centrées sur l’humain et équité  

•  iii) transparence et explicabilité 

• iv) robustesse, sûreté et sécurité 

• v) responsabilité. 

Elle appelle en outre les acteurs de l’IA à promouvoir et 
mettre en oeuvre ces cinq principes, selon leurs rôles 
respectifs.

OCDE 2019
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Art History

61

Elgammal et al. 2018 arxiv 1801.07729

How characteristics of style are identified?

How the patterns evolve?

76921 paintings

Train(85%)

Val (9.5%)

Test (5.5%)
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e-Nosology
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MS

Stroke. 

TBI

ALZ

PD

How characteristics of pathology are identified?

How the patterns evolve?

« to discover

fundamental patterns and trends not 

necessarily apparent to the individual 

human eye »
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From Internist-I/QMR to Med-PaLM-I

63

Miller RA, Pople HE Jr, Myers JD. 

INTERNIST-1, An Experimental Computer-

based Diagnostic Consultant for General 

Internal Medicine. N Engl J Med 

1982;307:468-76.

From Miller IMIA Yearbook of Medical Informatics 2010

Knowledge-based

written in LISP
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Singhal et al Nat Aug 2023

Large Language Model based

From Internist-I/QMR to Med-PaLM-II
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Foundation Models in Healthcare
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https://arxiv.org/abs/2108.07258Bommasani et al 2022

https://arxiv.org/abs/2108.07258
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Some references

66

• Context
• http://www.andreykurenkov.com/writing/ai/a-brief-history-of-neural-nets-and-

deep-learning/

• Languages
• https://www.tensorflow.org/

• http://torch.ch/

• http://scikit-learn.org/

• http://caffe.berkeleyvision.org/

• ….

• Courses
• Karpathy http://cs231n.github.io/convolutional-networks/

• Collège de France : Y Le Cun (2015) et S. Maillard (2019 …)

• Ng A https://www.coursera.org/learn/machine-learning

• Nielson M. NN & ML http://neuralnetworksanddeeplearning.com/ 

• ….

http://www.andreykurenkov.com/writing/ai/a-brief-history-of-neural-nets-and-deep-learning/
http://www.andreykurenkov.com/writing/ai/a-brief-history-of-neural-nets-and-deep-learning/
http://www.andreykurenkov.com/writing/ai/a-brief-history-of-neural-nets-and-deep-learning/
https://www.tensorflow.org/
https://www.tensorflow.org/
http://torch.ch/
http://scikit-learn.org/
http://cs231n.github.io/convolutional-networks/
https://www.coursera.org/learn/machine-learning
http://neuralnetworksanddeeplearning.com/
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